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How to leverage multi-tiered
storage to accelerate I/0



| Agenda 2

e Modern systems and the I/0 bottleneck
e Hermes project overview
e Chronolog project overview
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\N | 1/0 Performance Gap :

e Traditionally memory systems and
storage demonstrate wildly

. Memory
different performance. e.g., DRAM

o Access latency

o Bandwidth

o Data representation
e Applications experience

performance degradation due to
slow remote access to storage.

/ Parallel File System (e.g., disks) \

/0O Performance Gap
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\ I\ Hardware Answer :

e Modern storage system designs

include multiple tiers of storage

. . Memory
organized in a deep memory & e.g., DRAM
storage hierarchy (DMSH).
The goal is to mask the I/0 gap.

e Each system is independently
designed, deployed, and managed
making very difficult to reap the DataWarp,
benefits of the hierarchical storage. Burst Buffers (e.g., SSD) IME, etc

PMES, Nova, etc \

Far Memory
e.g., Xpoint

Ext4, XFS, etc

Local Flash Storage
(e.g., NVMe)

should be transparent to applications without

Ideally, the presence of multiple tiers of storage
/ Parallel File System (e.g., disks) \

having to sacrifice 1/0 performance.
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N\ | Multi-tiered systems today 5

Lack of
automated
data Lack of
movement expertise from
between tiers the user.
(left to the
users.)
Lack of Lack of
intelligent existing
data Lnaac;rvgf software for
placement support in managirflg
in the : : tiers o
Complex daja placement R /O libraries. heterageneou
among the tiers of a deep s buffers.
memory and storage Independent
hierarchy management of each tier
of the DMSH
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N\ | DMSH systems require :

efficient and transparent data
movement through the hierarchy

ih. new data placement algorithms

@ effective metadata management
»1\ an efficient communication fabric
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N\ | Leveraging multi-tiered storage 7

NSF OCI-1835764 NSF CSSI 2104013
Hermes: ChronolLog:
A Multi-Tiered Distributed 1/0 Buffering System A Distributed Tiered Shared Log Store
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mailto:akougkas@iit.edu
http://www.cs.iit.edu/~scs/assets/projects/Hermes/Hermes.html
https://github.com/HDFGroup/hermes
https://github.com/HDFGroup/hcl
https://github.com/scs-lab/ChronoLog

